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We investigate the electronic structure of aro-
matic radical anions in the solution phase em-
ploying a combination of liquid-jet (LJ) photo-
electron (PE) spectroscopy measurements and
quantum chemical calculations. By employ-
ing recently developed protocols we accurately
determine the vertical detachment energies
(VDEs) of valence electrons of both the solvent
molecules and the solutes. In particular, we
first characterize the pure solvent of tetrahy-
drofuran (THF) by LJ-PE measurements in
conjunction with ab-initio molecular dynamics
(AIMD) simulations and G0W0 calculations.
Next, we determine using the same methods
the electronic structure of neutral naphthalene
(Np) and benzophenone (Bp) as well as their
radical anion counterparts Np− and Bp− in
THF. Wherever feasible, we performed orbital
assignments of the measured PE features of the
aromatic radical anions, with comparisons to UV-vis absorption spectra of the corresponding neutral molecules
being instrumental in rationalizing the assignments. Analysis of the electronic structure differences between
the neutral species and their anionic counterparts provides understanding of the primarily electrostatic stabi-
lization of the radical anions in solution. Finally, we obtain a very good agreement of the reductive potentials
extracted from the present LJ-PES measurements of Np− and Bp− in THF with previous electrochemical
data from cyclic voltammetry measurements. In this context, we discuss how the choice of solvent holds
significant implications for optimizing conditions for the Birch reduction process, wherein aromatic radical
anions play crucial roles as reactive intermediates.

1. INTRODUCTION

Radical anions of aromatic hydrocarbons represent key
reaction intermediates in areas spanning organic, inor-
ganic, and organometallic chemistry.1 Among the well-
known examples is the Birch reduction,2 wherein aro-
maticity in arenes is disrupted, leading to the formation
of non-conjugated cyclohexadienes. These processes are
exploited on synthetic and industrial scales to produce
steroids and other drugs.3 Radical anions of aromatic hy-
drocarbons are typically formed in an electron transfer
process from an alkali metal into an unoccupied anti-
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bonding π∗ orbital of the aromatic hydrocarbons. In the
Birch process, the creation of aromatic radical anions is
considered the first crucial step before subsequent proto-
nation reactions take place,4 facilitated by suitable pro-
ton donors (typically alcohols). While the classic Birch
reduction is conducted in liquid ammonia, various ap-
proaches have been pursued recently to identify solution
and solvent environments where Birch reduction may be
performed at room temperature.5,6 Search for new sol-
vents for the Birch reduction process is driven also by the
fact that in contrast to liquid ammonia most organic sol-
vents typically do not accommodate solvated electrons in
large enough concentrations for extended periods of time,
or they even directly react with the dissolved electrons.
While numerous studies have explored the stability of
aromatic radical anions in the gas phase,7–10 binding en-
ergies of the valence electrons of polycyclic aromatic rad-
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ical anions in the solution phase are hitherto unexplored.
Understanding the electronic structure of both the neu-
tral aromatic systems and the corresponding radical an-
ion species may be instrumental in proposing new solvent
environments for Birch-like reactions and for understand-
ing the stereochemistry of the resulting product species.11

The naphthalene radical anion (Np−) and the ben-
zophenone radical anion (Bp−) are two prototypical aro-
matic hydrocarbon anions that are of general interest for
many chemical processes. First, they are used as reduc-
tive compounds in specialized synthesis, e.g., in the phar-
maceutical industry12 since they form up to molar con-
centrations of both the anionic and the neutral species
(naphthalene (Np) and benzophenone (Bp)) in many dif-
ferent solvents. Second, their radical anions are stable
for hours if the temperature-stable experimental setup is
kept under oxygen- and water-free conditions. Beyond
organic chemistry, both species are intriguing subjects to
study solvation phenomena; while both Np− and Bp− are
stable anions in solution, only Bp− forms a stable rad-
ical anion in the gas phase,7 while Np− occurs only as
a metastable shape resonance.13 The reactivity of both
radical anions has also been quantified by determining
their reductive potentials using cyclic voltammetry (CV)
in tetrahydrofuran(THF).1

To investigate the electronic structure of the above
systems, we employ the liquid micro-jet (LJ) technique
in conjunction with X-ray photoelectron spectroscopy
(PES), which enables direct measurement of the elec-
tronic structure of volatile solutions.14–16 This method
is well established for water and aqueous solutions, while
extensions to cryogenic and non-polar liquids such as liq-
uid argon and methane or most recently liquid ammo-
nia and benzene solutions have been accomplished.17–19

The peaks in the measured spectra correspond to the
vertical detachment energies (VDEs) of both the solvent
itself and the solute species. VDEs represent the ver-
tical ionization energies of electrons probing the initial
equilibrium state of the studied systems.20 For radical
anionic species, the lowest VDE corresponds to ioniza-
tion from the singly occupied molecular orbital (SOMO).
Moreover, LJ-PES is inherently sensitive to changes in
the solute charge states,21,22 identified by electron bind-
ing energy (eBE) shifts or changes in the peak shape of
the valence band (VB) and core-level spectral features.
From the onsets of the liquid’s HOMO or SOMO spec-
tral features we can estimate the adiabatic detachment
energies (ADEs), enabling the quantification of reductive
potentials for neutral or anionic solutes and relating thus
to their chemical reactivity.

In the present work, we report LJ-PES measurements
and electronic structure calculations of Np and Bp as well
as their radical anionic counterparts of Np− and Bp− in
the solvent environment of THF. The electronic open-
shell character of the anionic species gives rise to a num-
ber of challenges. First, the initial state and final state
contributions to the eBEs lead to separated features in
the PE spectra which require a detailed analysis and as-

signment of the measured PE spectral features. Second,
the electronic structure calculations of the photoioniza-
tion energies require multi-reference approaches to accu-
rately grasp the complex nature of the excess electron
being delocalized over the conjugated systems.23

The paper is structured as follows. We characterize
pure liquid THF for the first time to quantitatively de-
termine the electronic structure of a solvent that is heav-
ily used in organic synthesis. This is done by using
LJ-PES in combination with ab-initio molecular dynam-
ics (AIMD) simulations followed by G0W0 calculations.
Next, we establish the electronic structure of Np/Np−

and of Bp/Bp− in THF. We determine accurately their
VDEs employing recently developed protocols.24–26 Ac-
companying electronic structure calculations enable us
to model the experimental PE spectra of these species
in order to investigate solvent effects and to perform a
proper orbital assignment of the measured PE features.
Moreover, the delocalization pattern of the excess elec-
tron and the gas-liquid shift from the theoretical calcula-
tions provide us with insights into the mechanisms lead-
ing to the stabilization of these radical anions upon solva-
tion. In this context, the Np/Np− systems are discussed
in relation to our previous computational on benzene and
its radical anion (Bz/Bz−).27,28 Finally, we compare the
reductive potentials extracted from the present LJ-PES
measurements with literature values from CV measure-
ments,1 which allows us to relate directly to the chemical
reactivity of these radical anions in solution.

2. METHODS

Experiments

The experimental procedures consisted mainly of three
parts: solution preparation, conduction of LJ-PES mea-
surements and data-analysis. We will only summarize
the relevant parts while a much more detailed descrip-
tion and characterization is given in the SI.
Tetrahydrofuran (THF) solutions were prepared in a

stepwise manner: firstly, THF was purified using a destil-
lation unit common in organic laboratories. Secondly, de-
fined amounts of solid naphthalene (Sigma Aldrich, 99%)
or benzophenone (Sigma Aldrich 99%) were dissolved in
the purified THF. To generate the radical anion solutions
potassium (Sigma Aldrich, 98%) was added in excess un-
derneath an argon atmosphere. The radical anion solu-
tions were filtered in a nitrogen glovebox before they were
transferred to the cryostat unit under air-tight conditions
for measurements.
The left part of Figure 1 depicts the cryostat unit which

encases the sample cylinder in a cold ethanol bath which
is cycled by a commercial chiller unit, thus, kept at a con-
stant temperature of ≈273 K. Liquid microjets were rou-
tinely generated by applying pressure of 2-3 bar of argon
at the head-space of the sample cylinder which pressed
the solutions into a vacuum via a quartz capillary (inner



3

Figure 1: Sketch of the experimental setup.

diameter of 50µm), which was affixed to the outlet of the
filter. The cryostat unit is mounted on top of a ceramic
flange, ensuring electric insulation of the cryostat unit
and thus the liquid jet to the main instrument. More-
over, using a power supply (Delta Elektronika) enabled
the application of a bias voltage U between the liquid jet
and the electron analyzer generating an electric field that
accelerates the photo-electrons toward the hemispherical
electron analyzer.

We performed LJ-PES measurements at the two differ-
ent instruments, firstly at the U49/2-PGM-1 beamline29

at the BESSY II electron storage ring operated by the
Helmholtz-Zentrum Berlin für Materialien und Energie
abusing the SOL3 PES setup.30 The right upper part of
Figure 1 depicts the assembly geometry shown from the
top perspective: the LJ runs vertically downwards while
the linearly polarized X-ray beam (polarization axis is in
the horizontal plane) illuminates the LJ in 90◦. Photo-
electrons (PE) were measured using a HiPP2 (SCIENTA)
hemispherical analyzer mounted in the horizontal plane
in 90◦relative to the LJ and 90◦to the X-ray beam.
Valence band PE spectra were first recorded at

BESSY-II with a photon energy of hν = 123.464 ±
0.004 eV with an overall instrumental energy resolution
of 30 meV (FWHM) determined by the convoluted uncer-
tainty of the electron analyzer (25 meV) and the beamline
(16 meV). The photon energy of the beamline was cal-
ibrated on a daily basis by measuring an electron-yield
X-ray absorption spectra generated by the integration
of the electron emission arising from the 2p3p3s Auger
decay channel of an argon resonance at hν = 246.928
± 0.004 eV. For calibration we used the 10% contribu-
tion from the respective second harmonic light (hν =
246.928 eV) present additional to the fundamental hν =
123.464 eV. The beamline exit slit defined the rectangu-
lar shape of the 40 x 60 µm2 (horizontal x vertical) X-ray
spot size.

For reproducibility, measurements were later con-
ducted using the EASI setup31 at the Fritz-Haber In-
stitute (FHI) of the Max-Planck Society. The lower right
part of Figure 1 depicts the geometry used at FHI: the

liquid jet runs vertically downwards in 90◦to the horizon-
tally mounted Helium plasma light source and the hemi-
spherical electron analyzer (HiPP3 SCIENTA) while the
angle between the latter two components is 70◦.
The VUV helium plasma lamp emitted unpolarized

light which is supplied through a monochromator and
a quartz capillary. The He-II α line provided a photon
energy of hν = 40.814 ± 0.002 eV, where the intrinsic
width of the atomic line determines the uncertainty. The
beam spot size was determined at the point of incidence
with the liquid jet and had an approximate diameter of
300 x 300 µm2. Using a pass energy of 20 eV, the hemi-
spherical analyzer resolution was found to be about 40
meV.24

In order to separate the liquid phase PEs from the
gas phase ones, a negative bias voltage U (-50 V for
SOL3PES and -25 V for EASI) was applied. This en-
ables to perform an absolute binding energy calibration
procedure24,32 by recording the spectral features of the
valence band as well as the low-energy tail (LET) curve.
These protocols24 allow the determination of the binding
energies to be consistent across different measurements
despite certain parameters – such as the photon energy
or the effective bias voltage – might change.

Electronic Structure Calculations

A. Ab initio molecular dynamics and G0W0 calculations

A configurational sampling of the geometries of the
THF molecule in the gas phase at a constant tempera-
ture of 300 K was obtained through a classical ab initio
molecular dynamics simulation using the CP2K software,
version 2022.1.33 The electronic structure was solved on
the fly using the Quickstep34,35 DFT module of CP2K.
We used the revPBE0-D3 hybrid density functional36–39

to represent the valence electrons and the Goedecker–
Tetter–Hutter pseudopotentials40 to represent the 1s core
electrons of carbon and oxygen atoms. The Kohn–Sham
orbitals were expanded into the TZV2P-GTH basis34 set
and, at the same time, a plane-wave basis with a 600 Ry
cutoff was used to represent the electron density. The sys-
tem was described in open boundary conditions, which
was achieved by centering the molecule in a 12 Å wide cu-
bic box and employing the Possion wavelet solver for elec-
trostatic interactions, as implemented in CP2K. In addi-
tion, we employed the auxiliary density matrix method41

with a pFIT3 fitting basis set to accelerate our calcu-
lation. The atomic nuclei were propagated for a total
simulation time of 10 ps using the Verlet propagator and
an integration time step of 0.5 fs. Canonical conditions
were imposed using a local stochastic velocity-rescaling
thermostat42 with a time constant of 50 fs.

For the G0W0 calculation,43 which is used to access
physically meaningful one-electron binding energies to
model the electronic density of states, we selected a sub-
set of ab initio molecular dynamics geometries regularly
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separated in time by a stride of 10 fs. The calculations
of the G0W0 energy corrections were performed again
using CP2K and started from Kohn–Sham orbitals ob-
tained with identical electronic structure settings as the
ab initio molecular dynamics simulation. Specifically,
we use the eigenvalue-self-consistent version43 of G0W0

(evGW), which provides iterative corrections building on
the self-consistency of the energy eigenvalues only, with-
out changing the corresponding one-electron states. The
calculation was accelerated using the resolution of iden-
tity approach with the RI-TZ auxiliary basis and fur-
ther relied on the Padé approximation to analytically
continue the self-energy on the real frequency axis and
the Newton-Raphson fixed point iteration to numerically
solve the relevant algebraic equations. The evGW energy
corrections were calculated for all occupied orbitals and
additional 10 virtual orbitals. The resulting corrected
quasiparticle energies were binned into a histogram with
a 0.10 eV bin width over the range of −35 to −5 eV to
represent the electronic density of states (EDOS).

B. Modeling photoelectron spectra and ionization
energies of aromatic radical anions

In this study, we calculated the lowest ionization en-
ergy (corresponding to ionization from the HOMO orbital
for the neutral species and the SOMO orbital for the an-
ionic species) as the energy difference between the ground
states of the initial and ionized species. For higher ion-
ization energies, we calculated the energy difference be-
tween the ground state energy of the initial species and
the excited states of the ionized species.44

Within our previous studies, we analyzed the aromatic
radical anion of benzene using the density functional the-
ory (DFT) and the perturbative Moller-Plesset (MP2)
methods.45,46 However, these single reference approaches
were insufficient for a correct description of naphthalene
radical anion and benzophenone radical anion. In par-
ticular, calculations revealed a multireference character
of the investigated radical anions, as also manifested by
high spin contamination of the MP2 results.

Given also the need to account for excited states
for evaluating higher ionization energies and the fact
that multireference-based approaches can in principle
provide an accurate description thereof, we have opted
to employ Complete Active Space Self-Consistent Field
(CASSCF)47 calculations using the ORCA 5.0.3 program
package.48,49 These multireference calculations revealed
that for the naphthalene radical anion, the leading con-
figuration accounted only for 84 % of the ground state.
For the ground state of the benzophenone radical anion,
the multireference character was even more pronounced
(77 % contribution of the leading configuration).

Solvent effects were included in the form of a structure-
less medium within the integral equation formalism of
the polarizable continuum model (IEF-PCM).50–52 For a
proper treatment of the solvation effect on fast photoion-

ization processes, we employed the non-equilibrium PCM
(NE-PCM) approach,53,54 which accounts for a partial
relaxation of the PCM cavity charges due to the high-
frequency component of the dielectric constant only ε∞.
The neutral and anionic structures were first preop-

timized in a PCM of tetrahydrofuran using the B3LYP
hybrid DFT functional55 equipped with the D3BJ dis-
persion correction56,57 employing the aug-cc-pVTZ58 ba-
sis set. These structures were then used for gas-phase
single-point CASSCF calculations. The final gas phase
single-point energies for ground states of parent and ion-
ized species, as well as for the first five excited states of
the ionized species were obtained using the SC-NEVPT2
perturbation59–61 over CASSCF with the same basis
set. The low ionization potential region of aromatic
compounds typically includes only π-electron ionization
bands.62 Therefore, the π molecular orbitals (MOs) were
included in the complete active space for the CASSCF
calculations, resulting in a CASSCF-(10-10) active space
for Np and CASSCF-(11-10) for Np−. In the same man-
ner, the active space for Bp included all the 14 π MOs,
resulting in CASSCF-(15-14) for Bp− and CASSCF-(14-
14) for Bp.
The solvation energy for each of the investigated aro-

matics was evaluated at the B3LYP/aug-cc-pVTZ58 level
of theory with the D3BJ dispersion correction,56,63 em-
ploying the non-equilibrium PCM (NE-PCM) formalism
as implemented in the Gaussian1664 program package.
We calculated the solvation energy of the parent struc-
ture before ionization by taking the difference between
the energy of the optimized parent species in the THF
PCM model and the gas-phase energy of the same struc-
ture without any geometry relaxation. To obtain ac-
curate values of the solvation energies, the calculations
were performed separately for each of the studied excited
states. It is important to note that since no geometry re-
laxation occurs during photoionization, we performed all
calculations on the same pre-optimized geometries of the
initial species before ionization, employing PCM of THF.
The obtained CAS-SCF gas-phase photoionization ener-
gies were then shifted by the corresponding gas-liquid
shift obtained separately for each of the states.

3. RESULTS

Characterization of the solvent THF

In order to characterize the valence band electronic
structure of the solvent THF we first investigate THF in
the gas phase. This enables us to relate our findings to
previous investigations by adopting, e.g., orbital assign-
ments from the gas phase to the liquid phase. It also
allows us to determine the gas-to-liquid peak shift which
informs on the effect of solvation on the ionization pro-
cess and whether there are any differential shifts between
different molecular orbitals.
The central panel of Figure 2 depicts the gas-phase
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Figure 2: Valence band spectra of THF. (Upper panel)
electronic density of states calculated using evGW.
(Central panel) gas-phase photoelectron spectrum of

THF. Assignments are from ref.65(Lower panel)
liquid-phase photoelectron spectrum of THF with a salt
concentration of 0.1 mol/L TBA+PF−

6 . By applying a
bias voltage of U =-50 V the low electron energy cutoff

is measured (inset) together with all valence band
spectral features of interest. Experiments were

conducted at the BESSY II synchrotron.

PE spectrum of THF recorded using the SOL3PES in-
strument at BESSY II. We moved the liquid jet out of
the synchrotron light beam such that only THF molecules
that had evaporated from the liquid surface were ionized.
The binding energy of the spectrum has been calibrated
using the gas-liquid phase spectrum shown in the supple-
mentary information. Following reference 65, we assigned
the spectral features to MOs from which ionization takes
place as a function of increasing binding energy. The
peak positions of the individual spectral features (stated
in Table 1 of the SI) are in good agreement with prior
experimental work which also considered ionization to be
approximately 20 eV above the first IP.

The gas-phase THF experimental peak positions are
closely reproduced by evGW calculations, as shown in
the top panel of Figure 2. Intensities of the spectral fea-
tures differ between the experiment and the theory as the
calculation at this instance examines the EDOS without
any reference to experimental cross sections; unlike the
experimental spectrum, the calculated EDOS integrates

to the number of states. The THF molecule is known
to exhibit an out-of-plane ring puckering deformation
which allows the existence of two unique potential en-
ergy minimum geometries that can be switched between
each other through a pseudo-rotational motion. Giuliani
et. al.66 identified the two conformations of C2 (twisted)
and Cs (envelope) symmetries and estimated their simul-
taneous populations at 298 K at a ratio of 0.55 to 0.45,
respectively. Consistently, our AIMD trajectory samples
frequent transitions between the corresponding potential
energy wells, which implies low barriers for the process.
As such, the calculated EDOS takes into account these
deformations, and the data shown in Figure 2 represents
the average density of states over all possible, thermally
available geometries. This is also the case with the ex-
perimental spectrum. In principle, it might be expected
that one could use the insight offered by the calculation to
obtain the individual contributions to the spectra orig-
inating from the individual potential wells surrounding
the equilibrium conformers. However, it is shown in Sec-
tion 2B of the SI that there is very little variation in the
EDOS curves for different THF conformers within the
available statistics.

The lower panel of Figure 2 depicts the liquid-phase
spectrum (black line) from a pure liquid THF micro-
jet with a salt concentration of 0.1 mol/L TBA+PF−

6 .
When comparing the gas phase valence band spectrum
to the liquid phase data, we observe that all spectral fea-
tures show practically the same binding energy shift of
≈ 1.3 eV compared to their gas phase counterpart – a
detailed and individual comparison is given in Table 1
of the SI. The shift is graphically displayed in Figure 2
by the displaced vertical black lines connecting each in-
dividual valence band peak from the gas phase spectrum
(central panel) to its corresponding peak from the liquid-
jet PE spectrum (lower panel). In addition, we notice a
small broadening of ≈ 0.1 eV due to the solvation of the
already vibronically-broadened spectral features.

By applying a bias voltage of U =-50 V we employ the
protocols to determine absolute binding energies by mea-
suring the low kinetic energy cutoff as well as all spec-
tral features of interest.24,26,32 Thus, we determine the
vertical ionization energy (VIE) of the liquid HOMO of
THF to be VIETHF

liq = –8.45 ± 0.1 eV, while the averaged

literature value for the gas-phase is VIETHF
gas = –9.71 ±

0.03 eV,65,66 resulting in a gas-liquid shift of ∆BETHF =
1.28 eV. For comparison, we apply a Born-Haber cycle 26

to provide a continuum estimate for the gas-liquid shift
∆BETHF

BH for ionizing a neutral THF molecule in a sol-
vent of THF. We employ the high-frequency dielectric
constant εr given by the square of the refractive index
εr = n2 = (1.401)2 67 and an average molecule-molecule

distance of 5.25 Å 68 in the liquid phase. This results
in a gas-liquid shift value of ∆BETHF

BH = 1.36 eV which
agrees well taking into account that the THF structure
deviates from a sphere.
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Experimental spectra of Np/Np− and Bp/Bp− in THF

Gas phase Np has a VDE of -8.144 eV,73 while its
EA is negative when isolated in vacuum. On the other
hand, the negative ion Np− is known to be stabilized in
the weakly polar solvent, THF, giving a strongly colored
green solution. Bp has higher ionization energy in the
gas phase but supports a stable negative anion Bp− in a
vacuum with a VDE between -0.7 to -1.0 eV.74 However,
the binding energies of the valence electrons in these or
any other simple polycyclic aromatic anion in the solution
phase are hitherto unknown.

Figure 3 compares the PE spectra of the neutral aro-
matics Np and Bp (right panels) with those of the corre-
sponding radical anions Np− and Bp− (left panels), all
in THF. In all data sets, the highest binding energies
peak at VIETHF

liq = -8.45 ±0.1 eV are from the THF sol-
vent, as discussed above. For the neutrals, the lowest
binding energy peak should arise from ionizing the so-
lute HOMO, giving rise to a spin doublet cation and a
single additional assignable peak. This is the typical sit-
uation for PE spectra for closed-shell singlet species, like
Np or indeed the solvent THF, as the only selection rule
in PES is connecting configurations by the removal of a
single election. Thus, only spin doublet final states can
result. We only clearly see an additional peak for Np’s
HOMO. A similar concentration Bp solution provides a
spectrum that shows only the same features as seen for
neat THF. From these data, we can derive only the solu-
tion phase VIE for NP, VIENp

HOMO = -7.18 eV, almost 1
eV lower than the gas phase. The absence of a resolvable
PE feature for the Bp HOMO might be expected based
on the gas VIE lying at 9.05 eV,75 some 0.6 eV higher
than naphthalene’s gas phase IP.

The PE spectra for the open shell Np− anion in Fig-
ure 3 are generated by the use of potassium metal on
THF solutions of Np. The spectrum is recorded using
He-II α radiation at 40.814 eV. In addition, we show
in the SI Figure 4 the PE spectrum recorded with the
SOL3PES apparatus at BESSY with 123.464 eV pho-
tons when sodium/potassium alloy, sodium, or lithium
metal is used as the reducing agent. In all spectra, three
weak but reproducible peaks are observed in experimen-
tal spectra, with the data from both BESSY and FHI
showing the lowest energy peak around -2.7 eV.

Unlike the fully occupied orbitals, photoemission from
the singly occupied molecular orbital (SOMO) from the
spin doublet anion can only lead to Np neutral in a spin
singlet configuration. Thus, the binding energy peak at
-2.7 eV corresponds to the lowest energy configuration
of Np, namely the closed-shell singlet (S0) ground state.

This peak therefore determines the VDENp−

SOMO = -2.73
eV of Np−.
For every other fully occupied orbital in the anion, we

would expect two PE peaks separated by the singlet-
triplet splitting for the neutral Np configuration asso-
ciated with the removal of this electron. So, in removing
an electron from the first fully occupied orbital, the final

states will be the excited singlet (S1) and triplet (T1)
states of neutral Np. The 0-0 origin for the T1-S0 transi-
tion lies at 2.64 eV in hexane solution as determined by
oxygen-sensitized absorption.70 This suggests the assign-
ment of the second lowest-lying peak (at -5.26 eV eBE) in
Figure 3 (top left) as a detachment to T1. We can use the
well-known optical spectra for solution phase Np, from its
ground and lowest triplet states,70 to establish a ladder
of expected final states, and this is the ruler shown in the
top parts of anion spectra in Figure 3. This procedure
suggests an assignment for each peak observed, as well as
identifying when the photodetachment features give way
to lying hidden behind the more intense features due to
ionizing THF. Comparisons to theoretical evaluation will
provide further evidence to expand upon this assignment
including the molecular orbitals involved.

The comparison of Np− solution PE spectra shown in
the SI shows two interesting additional details: The first
is that while the two lowest binding energy peaks are
well reproduced when different spectrometers and radia-
tion sources are used, in the region close to the first THF
ionization feature, the third peak seems more pronounced
when recorded with 40.8 eV radiation and a fitted peak
center at -7.4 eV is closer to the onset of electrons ejected
from THF than the experiment where hν = 123 eV ra-
diation is used. Given the possibility for multiple PE
peaks in this region (see optical spectra ladder in Fig-
ure 3 and calculations below), our current understand-
ing is that different PE angular distributions, as well as
different energy-dependent cross sections for each of the
overlapping detachment transition, are giving rise to the
difference in appearance in this region. We note that the
Helium lamp is unpolarized and the synchrotron radia-
tion is linear horizontally polarized with respect to the
electron detection direction.

Secondly, it has been established that ion pairing
takes place between aromatic anions and the alkali metal
cations in solution, especially for solvents with small
static dielectric constants.1 It has been observed for Np−

in solution that the probability for contact ion pairing
increases with the size of the alkali metal cation - thus
it is more likely for K+ to pair with Np− than for Na+

and even less for Li+. However general rules for ion pair-
ing also consider the softness of the anion [ref], based on
polarizability. For example, for Bp− the tendency for ion-
pairing is reversed; it is observed that ion pairing is likely
for Li+ than for Na+ and even less for K+. An interesting
question is therefore whether the binding energy is sen-
sitive to the cation location in the first solvent shell, as
is observed for more polar solvents like water.[ref] While
we observe no peak shifts for solutions of Np− with al-
kali metal cations generated from solid K and Na metal
as well as NaK alloy, there may be an indication (al-
beit weakly supported at this point) for noticeable peak
shifts in preliminary recorded data from solutions gener-
ated from lithium reduction of Np as we discuss further
in the SI.

We have also recorded the PE spectra for Bp− in THF.
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Figure 3: Experimentally measured PE spectra (dots) for neutral and radical anion aromatics dissolved in THF. The
top panel shows the valence band spectra of the naphthalene radical anion (Np− ) (left) and neutral naphthalene
(Np) (right) in THF; the bottom panel provides the spectra of the benzophenone radical anion (Bp− ) (left) and

neutral benzophenone (Bp), respectively. Also shown in each panel are fits to the experimental data; the overall best
fit is shown by the grey background with underlying component Gaussian curves shown below, colored to match

column labels in Table 1, where peak center values are provided. The theoretical photoionization energies calculated
here are shown below each dataset (cyan and orange bars). To aid in the assignment of the radical anion data, the
spectroscopic origins (refs. 9,69–72) for the low-lying triplet and singlet final states of the corresponding neutral
aromatics are shown by a ruler; each spectroscopic origin is referenced to S0 centered at the experimental position

for the observed removal of the SOMO from the respective radical anion.

Figure 3 (bottom left) shows clear evidence for a much
more strongly bound excess electron in the Bp−. Once
again, if Bp− is a doublet, detachment from the SOMO
should lead to a single final neutral state, whereas tran-
sitions arising from fully occupied orbitals will lead to a
pair of transitions separated by the exchange interaction.
The lowest lying detachment peak, at -3.55 eV binding
energy, corresponds to the Bp− SOMO. A ladder of en-
ergies is shown above the PE data derived from optical
spectra of Bp in the singlet and triplet manifolds. The
neutral Bp T1 energy relative to the ground state S0 (e.g.,
2.97 eV71 is well known because of its widespread use as
a triplet photo-sensitizer.8 The S1-T1 splitting is smaller
for Bp (S1 at 3.65 eV in hexane)72 than Np and it ap-
pears that the broad and more intense peak observed in
Figure 3 at -7.15 eV does not resolve the singlet-triplet
splitting. Our calculations below expand on the location
of the higher-lying states.

In the SI, we compare the relative advantages of
synchrotron- versus lab-based valence-band photoelec-

tron (PE) measurements. There we examine the signal-
to-noise ratio (SNR) as well as consider the contrast rela-
tive to the background in the baseline region required to
establish the energies for ejection from the weakly bound
orbitals of the anion. Because non-resonant PE spec-
troscopy has equivalent sensitivity to a solute or solvent
molecule, it is always a challenge to collect high SNR data
to examine the solute electronic structure, even for mod-
erately concentrated solutions. For highly reactive solu-
tions in liquids that form less stable jets like THF, this is
additionally challenging. We conclude that the absence
of higher harmonic radiation with the helium lamp radi-
ation source is an advantage providing a cleaner baseline
in the lower binding energy region, while still providing
high enough photon energies to avoid a large low energy
tail from inelastic scattering. With the longer run times
possible in a small lab setting, data with comparable SNR
is achievable despite the lower light fluxes compared to
the synchrotron.
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1

Peaks | HOMOTHF | 1st | 2nd | 3rd | instrument/method

pure THF | −8.45 | | | | BESSY/FHI

| −8.45 | | | | G0W0

Np | −8.45 | −7.18 | | | FHI

| | −7.28 (HOMO) | | | CASSCF

Np− | −8.49 | −2.73 | −5.26 | −7.26 | FHI

| | −2.48 (SOMO) | −5.37 (HOMO ) | −6.44 (HOMO ) | CASSCF

| | | | −6.56 (HOMO−1 ) | CASSCF

| | | | −6.69 (HOMO−1 ) | CASSCF

| | | | −6.88 (HOMO−2 ) | CASSCF

Bp | −8.45 | | | | FHI

| | −8.30 (HOMO | | | CASSCF

| | −8.35 (HOMO−1) | | | CASSCF

| | −8.38 (HOMO−2) | | | CASSCF

Bp− | −8.45 | −3.55 | −7.15 | | FHI

| | −3.34 (SOMO) | −6.86 (HOMO ) | | CASSCF

| | | −7.43 (HOMO−3 ) | | CASSCF

| | | −7.64 (HOMO−1 ) | | CASSCF

| | | −7.66 (HOMO−2 ) | | CASSCF

| | | −7.98 (HOMO−3 ) | | CASSCF

Peaks HOMOTHF 1st 2nd 3rd instrument/method

pure THF −8.45 BESSY/FHI

−8.45 G0W0

Np −8.45 −7.18 FHI

−7.28 (HOMO) CASSCF

Np− −8.49 −2.73 −5.26 −7.26 FHI

−2.48 (SOMO) −5.37 (HOMO ) −6.44 (HOMO ) CASSCF

−6.56 (HOMO−1 ) CASSCF

−6.69 (HOMO−1 ) CASSCF

−6.88 (HOMO−2 ) CASSCF

Bp −8.45 FHI

−8.30 (HOMO CASSCF

−8.35 (HOMO−1) CASSCF

−8.38 (HOMO−2) CASSCF

Bp− −8.45 −3.55 −7.15 FHI

−3.34 (SOMO) −6.86 (HOMO ) CASSCF

−7.43 (HOMO−3 ) CASSCF

−7.64 (HOMO−1 ) CASSCF

−7.66 (HOMO−2 ) CASSCF

−7.98 (HOMO−3 ) CASSCF

Table 1: Overview of vertical detachment energies (VDEs) of the studied systems. The first column denotes the
investigated system. The second to fifth columns present the spectral characteristics of the liquid HOMO of THF,

followed by the third, second, and first peaks of the solute associated with solute orbitals. Experimentally
determined VDEs are displayed in black, while theoretically calculated VDEs are denoted in blue for singlet, green

for doublet, and red for triplet final states. The MO contributing the most to the photo-emission intensity is
indicated within brackets for each theoretical value. Note: the other MOs contributing as well as their orbital

labeling is listed in detail in the SI. The last column states where the experiment has been conducted.

Simulation of the Np/Np− and Bp/Bp− photoemission

With the range of experimental observations now de-
scribed and an empirical assignment in place, we will
move on to employ detailed electronic structure calcula-
tions for Np− and Bp− to more fully interpret the mea-
sured spectral features in PE spectra depicted in the left
panels of Figure 3.

Np− possesses a D2h symmetry in its ground
state with a calculated electron configuration of: ...
π(b1u)

2 (HOMO−4), π(b2g)
2 (HOMO−3), π(b3g)

2

(HOMO−2), π(au)
2 (HOMO−1), π(b1u)

2 (HOMO),
π*(b2g)

1 (SOMO). The unpaired excess electron resides
in the (b2g)

1 singly occupied molecular orbital (SOMO)
as shown in the upper part of Figure 4. A table with all
π molecular orbitals of naphthalene radical anion can be
found in the Supporting Information (Figure 11). The
distribution of the spin density describing the delocaliza-
tion of the excess electron is shown in Figure 6 of the
SI. The removal of the SOMO to give rise to S0 is shown
with a blue line at -2.48 eV (Figure 3, the bottom panel
with calculated photodetachment energies).

The removal of an electron from the doubly occupied
b1u (HOMO), results in the singlet (S1) or triplet (T1)
state of the neutral. Likewise, because electron removal
from any lower-lying MO results in a pair of singlet and
triplet final states, we have indicated these pairs in blue
and red, respectively, in Figure 3. Table 1 lists all calcu-

lated VDEs contributing to a measured spectral feature
while the initial MO prior to emission is stated in brack-
ets as well as the final state singlet and triplet character
is indicated by the blue and red coloring.
Bp− on the other hand has a C2 symmetry in its

ground state with a calculated electron configuration
of: ... π(1b)2 (HOMO−6), π(1a)2 (HOMO−5), π(2b)2
(HOMO−4), π(3b)2 (HOMO−3), π(2a)2 (HOMO−2),
π(4b)2 (HOMO−1), π(3a)2 (HOMO), π*(5b)1 (SOMO).
The unpaired excess electron resides in the (5b)1 SOMO
shown in the bottom part of Figure 4, while Figure 11
of the SI depicts all π MOs of Bp−. The spin density of
the excess electron can be found at the bottom panel of
Figure 6 in the SI.
Ejection of the single electron from the SOMO results

in the singlet ground state (S0) for neutral Bp; our cal-

culations provide for Bp− a VDEBP−

SOMO = -3.34 eV, close
to the measured peak VDE. The removal of an electron
from the doubly occupied 3a (HOMO) results in either
the lowest excited energy singlet (S1) or triplet (T1) state
of neutral Bp and removal from any lower-lying MO re-
sults in further pairs of neutral singlet or triplet final
states, which are indicated blue and red, respectively, in
the lower part of Figure 3. In analogy to Np−, the lower
part of Table 1 lists all calculated VDEs of Bp− con-
tributing to a measured spectral feature while the initial
MO prior to emission is stated in brackets. The final
state singlet and triplet character is indicated by the blue
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Figure 4: SOMO of naphthalene radical anion (top) and
benzophenone radical anion (bottom) plotted with an

isovalue of 0.025 a−1.5
0 .

and red coloring as well. Our calculations reveal that the
second detachment feature for Bp− is quite complicated,
arising from four triplets and one singlet final state. This
accounts for the significantly larger area under this peak

compared to the VDEBP−

SOMO = -3.5 eV.

Gas-liquid solvation shift

Table 2 summarizes the gas-liquid solvent shift ∆GDFT

estimated from electronic structure calculations using
non-equilibrium PCM models. The VIEs of the neutral
aromatics are predicted to be smaller compared to the
gas phase by 0.90 - 0.95 eV for Np and 0.74 - 0.86 eV
for Bp, respectively. This VIE decrease is similar (but
smaller) compared to the one observed for THF itself.
In simplest terms, the aromatic molecule being ionized is
somewhat larger, and so the solvation energy for the fi-
nal state cation is correspondingly reduced. On the other
hand, for the anions, the effect of solvation on the VDE
is much larger, ranging between 2.39 - 2.64 eV for Np−

and 2.09 - 2.44 eV for Bp−. While an experimental value
for the shift can not be evaluated for Np, comparing our
liquid phase VDE to reference74 for Bp− suggests an ex-
perimental shift of 2.6 - 2.9 eV. This difference and its
implications on the stability of aromatic radical anions
in solution will be discussed further below.

The Born-Haber cycle can be used to rationalize the
Gibbs free energy of solvation ∆GBH. It accounts for the

∆GDFT ∆GDFT range ∆GBH

Np 0.91 0.90 - 0.95 0.94

Np− 2.47 2.39 - 2.64 2.66

Bp 0.74 0.74 - 0.86 0.78

Bp− 2.28 2.09 - 2.44 2.27

Table 2: Solvent-induced shifts ∆G of the HOMO
binding energies (first column) and range of

solvent-induced shifts for all calculated binding energies
(second column)(in eV) determined by electronic

structure calculations (DFT) for the studied systems of
Np, Np−, Bp, and Bp−. As a comparison, the last

column lists the corresponding solvent shifts estimated
using the classical Born-Haber cycle.

initial and final oxidation state of the species upon elec-
tron ionization or detachment during the photo-emission
while details are given in the SI. This leads to two dis-
tinct cases:26 (1) for an initial neutral species the final
state is cationic: here, only the electronic part of the sol-
vent relaxation needs to be accounted for during solute
solvation. This is done by replacing εr with its high-
frequency limit namely the square of the refractive index
εr = n2 = 1.97.67 (2) for an initial anionic state the final
state is neutral: here, ∆G is predominantly defined by
the solvation of the anionic solute while the contribution
from the final neutral is expected to be negligible. Thus
the solvent polarizable continuum is given by its static
dielectric constant which in THF exhibits a value of ε =
7.42.67 Thus, the different initial oxidation states of the
solute species interact with different parts of the dielec-
tric constant, hence the difference in the solvation shift
for neutral and anionic species.

Estimating the reductive potentials and thermodynamic
stability of Np− and Bp−

Consistent with our experimental ability to create and
study stable solutions of these aromatic anions, the cal-
culations confirm that these anion systems are quite ro-
bust to electron detachment having significant positive
VDEs when dissolved in THF. While the VDE defines
the stability of a species with respect to electron detach-
ment upon absorption of ionizing radiation, the thermo-
dynamic stability is of course determined by where the
ADE of the anion lies. Thus, the ADE of a species in
solution defines which species form and where equilib-
ria lie: in our case, the aromatic anions compete with
the formation of other species such as solvated electrons
in THF or the precipitation of alkali metal. Figure 5
depicts the measured PE spectra of the solutes of Np−

and Bp− and Ferrocene in THF, measured in separate
experiments. We can use the spectra to evaluate the
ADEs by estimating the onset at the low binding energy
side of the lowest BE spectral feature following the pro-
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Figure 5: Estimation of reductive potentials relative to
the Ferrocene standard. Panels a), b), and c) show the

fits for the spectra of Np−, Bp− and Fc in THF.

cedures described in References . The logarithmic PE
signal intensities as a function of the BE have been fit
with a parabola, while the crossing point of the parabola
with the noise level determines the onset value.76 Thus,

we determine, relative to vacuum, (Np−)ADE = 2.21 eV,
(Bp−)ADE = 2.80 eV and (Fc)ADE = 5.15 eV. Therefore,
the PE spectra allow estimates of the reduction poten-
tials, relative to a Ferrocene/THF standard as E0

Np− =

-2.94 eV and E0
Bp− = -2.35 eV. These derived values agree

very well with those determined by cyclic voltammetry
(CV), namely CVE0

Np− = -3.1 eV and CVE0
Bp− = -2.3 eV,

respectively.1 The approach of self-consistently measur-
ing ferrocene (Fc) also by liquid-jet spectroscopy avoids
needing to apply literature estimates of Fc with respect
to the vacuum level. It further provides confidence in
our assignments and the solution identity within the liq-
uid microjet.

4. DISCUSSION

In the following, we first discuss the general nature
of an excess electron associated with two quite different
aromatic radical anions and the implications of the PE
characterization from this work. Secondly, we reflect on

the mechanism that leads to an increase in the binding
energy of the excess electron upon solvation effectively re-
sulting in the stabilization of the radical anions. Finally,
we follow up on the solvent-induced stability and its im-
plications on the reactivity of radical anions as reactive
intermediates within the Birch reduction process.

A. The electronic structure and nature of the solution
phase radical anions

Neither Np− nor the benzene radical anion (Bz−) are
stable species in the gas phase. Experimentally, how-
ever, the technique of electron transmission spectroscopy
allows one to infer the vertical EAs of unbound resonant
states, thus for Bz− and Np− the VEABz− = -1.15 eV,
-4.85 eV and VEANp− = -0.19 eV, -0.90 eV, -1.67 eV,

-3.37 eV, -4.72 eV have been determined, respectively.77

In contrast, anthracene radical anion (Ant−) already pos-
sesses a positive VEAAnt = 0.53 eV, thus being the small-
est unsubstituted aromatic hydrocarbon forming a stable
radical anion in the gas phase.78 Similarly, benzophenone
radical anion Bp− is a stable compound already in the
gas phase with a VDE of 0.91 eV 74 which is in good
agreement with our theoretical computed value of VDE
1.07 eV. This difference in electron binding for Bp vs Np
is largely because in the former case the excess charge is
localized on a carbonyl anti-bonding orbital (Figure 4)
rather than the ring π systems (but see below).
For the polyacenes, however, it is reasonable to ask how

the extra electron becomes bound on introducing solva-
tion? For Np−, almost 3 eV of vertical stabilization for
the excess electron is gained by immersion in the THF
solvent. Does the environment simply provide electro-
static stabilization to the extra electron that is localized
in a rather similar π∗ LUMO as expected from gas phase
electronic structure calculations? Or does the formation
of a solvation shell extend the molecular entity such that
it enables the wavefunction of the excess electron to delo-
calize into the solvent leading to a more stable molecular
structure of the otherwise unstable anionic species? The
latter would clearly have an impact on the reactivity of
the radical anion, making it a much softer nucleophile.
One might imagine the latter description of the excess
electron as a hybrid between a solvated electron occupy-
ing interstitial space in the liquid and an orbital localized
above and below the aromatic plane. We note that THF
is known to have considerable excess space in the solvent
network which is used to support excess electron density
when excess electrons are generated by photodetachment
or photolytic or radiolytic ionization.13,68,79,80 A related
question is whether the unoccupied orbitals in the solvent
play a role by accepting part of the electron density, as
occurs with excess electrons in ammonia and water ices,
as implicated by EPR spectroscopy.19,81–83

Beyond measuring the VDE and the redox potential,
we can compare our electronic structure calculations to
molecular geometry and vibrational frequency data and
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Figure 6: Theoretically predicted molecular geometry of
neutral naphthalene and its corresponding radical anion
in THF PCM model. A comparison of PCM structures

with gas-phase structures can be found in the SI.

relate them to other polyacenes and their radical anions.
The addition of an electron to the LUMO in D2h aro-
matics has long been known to activate the bond alter-
nation pattern in the C-C bond lengths in the molec-
ular frame. For naphthalene, electronic excitation of
the neutral molecule, promoting a π∗ ← π orbital, the
bond order increases in C2-C3 and C6-C7 (shortening

by 0.05 Å,84 while decreasing in C1-C2 (and symmetry
related C-C bonds) as well as the central C-C bond (elon-

gating by 0.06 Å and 0.04 Å respectively - see Figure 6 for
naphthalene carbon numbering). This can be understood
in simple MO theory terms and by inspection of the nodal
pattern in the HOMO and LUMO orbitals shown in Fig-
ure 11 in the SI. The change in the bonding pattern is
sufficient to give a long Franck-Condon progression in the
electronic absorption spectrum in the totally symmetric
C-C framework stretching modes.85,86

In the removal of a SOMO π∗ electron localized on the
molecular anion, one would expect an oppositely signed
bond alternation change, but not as dramatic in mag-
nitude because an electron has not been changed in the
π HOMO. Garand’s gas phase high-resolution PE spec-
tra report87 detachment to the singlet and triplet states
with equal footing, as is seen in our work. In their PE
spectra, the origin is the most intense peak but there is
again vibrational activity in the totally symmetric stretch

modes, the modes allowed in PE transitions. Activity
is observed in the totally symmetric framework vibra-
tions (assigned as ν6 = 1267 cm−1 and ν7 = 1416 cm−1

in reference 87) while simulations of the Franck-Condon
progressions are consistent with calculations presented
in their paper that show a bond alternation change of
0.022 Å with a pattern consistent (lengthening C2-C3,
shortening C1-C2 etc) with the qualitative expectations
outlined above. The mean absolute C-C change is about
half of that connected with the π∗ ← π excitation from
S1 ← S0.

84 The PE spectrum also reveals a lesser de-
gree of C-C frame activity in ν6 and ν7 induced on the
removal of the π electron to reach T1. Moving to the
solution phase, Juneau et al.88 report a significant (30-
45 cm−1) drop in the 1260 and 1400 cm−1 (ν6 and ν7)
vibrational frequencies for Ant− compared to Ant in the
measured resonance Raman spectra, consistent with the
addition of an electron to a characteristic π∗ orbital.
While we cannot observe vibrational progressions in

the liquid phase PE spectroscopy because of solvent-
induced broadening, our calculations present a picture
matching the qualitative pattern described above for an-
thracene radical anion, where calculations and experi-
ment provide a consistent description. Figure 6 shows a
computationally predicted bond alternation in Np upon
adding the excess electron characterized by lengthening
of 0.02 Å in the C2-C3 and C7-C8 bonds and shrinking
most notably of C1-C2 (and symmetry equivalent bonds)

of 0.03 Å. One can anticipate that if an isolated molecu-
lar ion picture applies to Np− in THF, some of the width
and peak shape observed in the D0 ← S0 PE band arises
from Frank-Condon activity in this framework distortion.
Because the calculations employ a polarizable continuum
model, they cannot address whether the excess electron
density is entirely localized in the π∗ orbital. But we
note that the continuum model does correctly predict
the magnitude in the VDE shift from vacuum to THF
and it is hard to see how this would happen if we had an
entirely incorrect binding motif for the electron. More
detailed multireference computations with explicit THF
solvent molecules are too costly and methodologically de-
manding at the current time. But, as a further test that
the excess electron is localized on the solute molecule and
does not spread to the solvent molecules, we put one ex-
plicit THF molecule in the CAS-SCF calculations. This
did not lead to any significant change in the spatial distri-
bution of the spin densities on either anion (see Figure 7
in the SI for plots of the spin densities with an explicit
solvent molecule).

B. Comparison to vibrational spectroscopy

We can explore this idea one step further by review-
ing the IR and Raman spectroscopy of the solution phase
Np− anion in THF.89–91 Just as for Ant−, a downshift in
the three ag C-C stretching modes (1579, 1460, and 1379
cm−1 modes in the neutral) by about 30 - 40 cm−1 is
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Figure 7: Theoretically predicted molecular geometry of
neutral benzophenone and its corresponding radical
anion in THF PCM model. A comparison of PCM

structures with gas-phase structures can be found in the
SI.

suggestive that, in solution, the electron density is added
to an anti-bonding orbital changing the π bond order
and, therefore, also the force constants relative to neu-
tral naphthalene. Perhaps even more convincing evidence
comes from the observation of high IR band intensities
for Np− assignable to large charge flux between naphtha-
lene rings via motion along the bond alternation mode.
We conclude that the calculations presented here for the
anion are representative of the true solution phase where
significant localization of the excess electron occurs into
the π∗ orbital on naphthalene.

The calculations also show aromatic ring framework
distortions for Bp− compared to Bp (Figure 7), but the
largest effects arise around the carbonyl moiety where
much of the excess charge in Bp− is predicted to reside.
This change in bonding around the carbonyl upon the
addition of an electron to neutral Bp (a longer C-O bond
and shorter C1-C7(C8) bonds) is accompanied by a sig-
nificant change in the twist between the two phenyls.

The Bp structure exhibits a dihedral angle between the
two rings of 54 ◦in the gas phase with a similar value of
55 ◦in a dielectric matching THF. Note that these values
align closely with the dihedral angle of approximately
56 ◦obtained from X-ray crystallography of crystalline
Bp, as observed experimentally.92 In contrast, the opti-
mized structure of the Bp− displayed a significantly more

planar conformation, with dihedral angles of 36 ◦in the
gas phase and 39 ◦in liquid THF. This increased pla-
narization of Bp is also in line with experimentally mea-
sured Raman spectra88 that supported the shift to a more
planar structure and the localization of the added elec-
tron density to the carbonyl functional moiety.

C. Progressive stabilization by solvent

There have been numerous experimental and theoreti-
cal studies in the past that investigated VEA shifts of the
excess electron upon solvation pointing to increased sta-
bility of the radical anion in solution.1,7,10 However, this
is the first measurement of the impact of complete bulk
solvation on the energetics. The addition of methanol
(MeOH) ligands to Bp−(MeOH)n in the gas phase has
been shown to shift its EAn=0 = 0.91 eV, to EAn=1 =
1.29 eV, EAn=2 = 1.65 eV, EAn=3 = 1.74 eV.74 In a
recent paper, Verlet and coworkers observe that upon
solvation of the anthracene anion by water, on average
each of the first shell waters increases the VDE by ∼0.2
eV.93 They also observe the singlet-triplet splitting, 1.93
eV, does not change on solvation. Similar stabilization
takes place also for species unstable in the gas phase like
Np−(Bz)n or Np−(H2O)n, which become stable by at-
taching a single (n = 1) ligand molecule evidenced by
measured positive EA being EANp−(Bz)1

= 0.03 eV7 and

EANp−(H2O)1
= 0.11 eV.10

Kostal et. al.28 investigated step-by-step the whole sol-
vation process from the isolated gas phase species all the
way to the liquid bulk. It was shown there that the Bz−

requires between 7-10 ammonia molecules to reach neg-
ative VDEs for the excess electron, i.e., to stabilize the
species. Also, it takes hundreds of solvent molecules to
converge to the VDE bulk value. A related study of the
same system in bulk liquid ammonia demonstrates that
while the excess electron is well localized on the benzene
moiety (leading also to its Jahn-Teller distortions) the
electronic stability of Bz− results dominantly from in-
teractions with the solvent ammonia molecules providing
dielectric stabilization.27

D. Mechanism of excess charge stabilization

From the above considerations we would argue that for
both investigated molecules, it is the change in the dielec-
tric constant from the presence of solvent that provides
the main mechanism to stabilize the excess electron and
this dominant effect is being well recovered by the PCM
calculations. This conclusion is independently supported
by applying the simple Born-Haber cycle model – see Ta-
ble 2 and the detailed section in the SI for a quantitative
comparison – which we envision to be operative in anal-
ogy to the recent study of sequential solvation Bz− in
ammonia.28 The fact that the stabilization mechanism
for radical anions is dominantly an electrostatic mean
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field effect, implies two characteristic properties of aro-
matic radical anions in solution: firstly, the shape of the
SOMO (as well as the lower-lying MOs) should remain
largely unaffected by solvation. Secondly, the fact that a
simple Born model appears to be well suited to describe
all MO shifts for the radical anion according simply to the
dielectric constant, opens up the possibility of exploring
the tuning of the stability and reactivity of radical anions
as reflected in the respective ADE values. ADE can, in
turn, be estimated from the measured VDE peak posi-
tions and widths of the spectrally isolated SOMO band.
Thus, within the range allowed by practical solvents, a
liquid-jet PE measurement can verify VDE tuning solely
considering characteristic dielectric constant. For exam-
ple, the VDEs, and correspondingly the ADEs, could be
tuned using, on the one hand, e.g., acetonitrile (εr =
37.5) and, on the other hand, for example, toluene (εr
= 2.4). Binary mixtures of the two solvents can be pro-
duced at any ratio allowing to continuously adjust the
dielectric constant as demonstrated in reference 94. As-
suming solvent mixing is happening also at the nanoscale,
the VDEs of Np− could be tuned between -3.05 and -1.85
eV while those of Bp− could be tuned between -3.83 and
-2.80 eV. Acetonitrile may be a better-suited solvent to
increase the stability of radical anion intermediate, but it
also stabilizes a solvated electron.95 Toluene on the other
hand increases the reactivity, with that only moderate
concentrations of radical anion species can be achieved in
this non-polar solvent. Researchers on aromatic carban-
ion intermediates have long worked in a narrow range of
ethereal solvents, and have found that the counter-cation
provides the most subtle control on tuning the chemistry,
as well as exploiting crown ethers to sequester alkali ions.
Our measurements have not yet explored this tunability,
but with the binding energy precision now possible us-
ing cut-off based calibration, we can anticipate that such
information will be forthcoming. For the time being, we
note that given prior literature suggests that Np− ex-
ists in contact ion pairs with K+, the VDE and ADEs
reported here therefore most likely correspond to the en-
ergetics from the ion pair, rather than the free Np−.

E. Reactivity in the context of Birch chemistry

The above considerations influence the chemical reac-
tion dynamics which we now discuss in the context of
Birch reduction, where electrons liberated from an al-
kali metal act as reducing agents. Mechanistically, Birch
reduction proceeds in multiple steps involving sequen-
tial addition of electrons and protons (the latter typi-
cally provided by a suitable alcohol), eventually leading
to selective hydrogenation of aromatic compounds – as
Figure 8 illustrates the iconic example of the conversion
of benzene into 1,4-cyclohexadiene.2 The present study is
particularly relevant for the first key step of this process,
namely, the formation of the aromatic radical anions.

The classic Birch reduction is conducted in liquid

Figure 8: Schematic depiction of the two main reaction
steps of the Birch reduction of benzene in liquid

ammonia.

ammonia2 which brings in the following issues. First,
ammonia is liquid only below -33◦C which requires re-
frigeration of the reaction mixture. Second, liquid am-
monia strongly stabilizes solvated electrons and dielec-
trons,19 which is a competing process to the formation
of aromatic radical anions. Indeed, in liquid ammonia
at higher electron concentrations it is more favorable to
form solvated di-electrons than benzene radical anions.46

The choice of other polar media such as THF or ace-
tonitrile for example leads to less stabilization of the sol-
vated electrons which persist only on micro- to millisec-
ond timescales.13,95 At the same time, aromatic radical
anions can be formed in these solutions at up to molar
concentrations. Concerning the first step of Birch reduc-
tion, one is seeking a solvent providing the best com-
promise between stability and reactivity of the aromatic
radical anions.
Recent studies explored various solvent environments

with the aim of realizing Birch reduction at room
temperature.5 An important conclusion was that Birch
reaction could be achieved by using binary solutions but
that for good overall yield, an amine co-solvent must be
present. For example, in a mixture of THF and ethylene-
diamine comparable substituted benzene hydrogenation
yields are achieved as for the reaction carried out in liq-
uid ammonia, while for a pure THF solution, no Birch
reduction is observed.5 Most likely, the limiting step that
prevents the hydrogenation reaction in THF is the proto-
nation of the formed aromatic radical anion as the second
step of the Birch reduction process (Figure 8). A choice
of simultaneously optimizing the solvent, alkali metal,
and suitable proton donor, thus remains the task for fu-
ture studies going beyond investigating the formation of
the aromatic radical anion as the first step of the Birch
reduction process.

5. CONCLUSION

We have conducted the first quantitative study of bind-
ing energies of the valence electrons of aromatic radical
anions in the solution phase employing a combination
of LJ-PES measurements and quantum chemical calcula-
tions.
First, we characterized the pure THF solvent by LJ-

PES measurements in conjunction with AIMD simula-
tions and G0W0 calculations. Notably, all PE peaks shift
to lower binding energy by practically the same value, ca.
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1.28 eV and this gas-liquid solvation shift can be ratio-
nalized in terms of the Born solvation model.

Next, we investigated the electronic structure of
Np/Np− and of Bp/Bp− in THF. We determined ac-
curately the corresponding VDEs employing recently de-
veloped calibration protocols.24–26 Wherever feasible, the
assignment of the measured PE features of the radical an-
ion is established by reference to known energetics of the
solution-phase electronic state energies of the Np and Bp
neutrals. For greater insight, we performed electronic
structure calculations to understand the molecular or-
bital parentage for each peak as well as to test the ability
of theory to reproduce the measured VIEs and VDEs.

By analyzing the electronic structure differences be-
tween the neutral species and their anionic counterparts,
we gained valuable insights into the influence of the ex-
cess electron on the studied molecular structures. The
calculations also facilitated an accurate estimation of the
large gas-liquid shift in electron BEs for the radical an-
ions (2.3 - 2.7 eV) and enabled us to determine the delo-
calization patterns of the excess electron. For example,
the excess electron is bound in a qualitatively different
manner to the two radical anions confirming previous
assignments: while the electron is delocalized over the
entire ring system in Np−, much of the SOMO density
for Bp− lies on the bridging carbonyl. If the density
were entirely localized on the carbonyl we would expect
a larger gas-liquid shift than for Np−. Instead, our calcu-
lations suggest a similar or smaller solvation shift (with
the computed gas-liquid shift in good agreement with ex-
periment) suggesting that closing of the torsion angle be-
tween the two benzene planes allows the excess electron
charge density to be more spread out into the π system
of the two phenyl rings, as it is in the gas phase.

These outcomes provide a crucial understanding of the
stabilization mechanism of radical anion species upon sol-
vation which turns out to be dominantly an electrostatic
mean field effect. Thus, the change of the dielectric con-
tinuum – defined by the dielectric constant of the solvent
environment – determines the eBE increase which leads
to the stabilization of the excess electron of Np− and
Bp−. In this context, the formation of Np− in the solu-
tion can be rationalized employing our previous computa-
tional studies on the stabilization of Bz− upon solvation
in liquid ammonia.27,28

Third, we find very good agreement of the reductive
potentials extracted from the present LJ-PES measure-
ments of Np− and Bp− in THF with electrochemical data
employing the ferrocene standard with literature values
from CV measurements.1 This allowed us to relate di-
rectly to the chemical reactivity of these radical anions
in solution to the findings of solvent-induced shifts be-
ing solely determined by the dielectric constant of the
solvent itself. Finally, we discuss how we can move to-
ward more directly quantifying different microscopic en-
vironments and their energetic impact on the carbanion
intermediates so as to screen for suitable media for the
Birch process that move beyond the practical difficulties

associated with liquid ammonia conditions.
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